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Introduction

This research effort is a joint program between the Departments of Aerospace and Mechanical
Engineering and the Computer Science and Engineering Department at the University of Notre
Dame. There are three Principal Investigators Drs. Renaud, Brockman and Batill. Seven graduate
research assistants have received either full or partial support from the grant during year three. This
past summer four undergraduate students were involved in research activities in support of this
effort.

The purpose of the project is to develop a framework and systematic methodology to facilitate
the application of Multidisciplinary Design Optimization (MDO) to a diverse class of system design
problems. For all practical aerospace systems, the design of a systems is a complex sequence of
events which integrates the activities of a variety of discipline "experts" and their associated
"tools". The development, archiving and exchange of information between these individual experts
is central to the design task and it is this information which provides the basis for these experts to
make coordinated design decisions (i.e., compromises and trade-offs) - resulting in the final
product design. Grant efforts are focused on developing and evaluating frameworks for effective
design coordination within a MDO environment.

Central to this research effort is the concept that the individual discipline "expert", using the
most appropriate "tools" available and the most complete description of the system should be
empowered to have the greatest impact on the design decisions and final design. This means that
the overall process must be highly interactive and efficiently conducted if the resulting design is to
be developed in a manner consistent with cost and time requirements. The methods being
developed as part of this research effort include; extensions to a sensitivity based Concurrent
Subspace Optimization (CSSO) MDO algorithm; the development of a neural network response
surface based CSSO-MDO algorithm; and the integration of distributed computing and process
scheduling into the MDO environment. This report details research efforts in each of these focus
areas which have been conducted during the third year of this project.

Sensitivity Based CSSO-MDO
In order to extend the efficiencies of sensitivity based CSSO-MDO algorithm, investigations

are currently underway which address the use of automatic differentiation techniques for improved
sensitivity calculation and the development of an effective move limit strategy for use in the
subspace optimizations and in the coordination procedure of system approximation. These
strategies are reported on in Wujek and Renaud, 1996b and Su and Renaud, 1996.

AUtQmati_ Diff_r_nti_tion fQr Improved Analysis and Optimization
In Wujek and Renaud, 1996, two applications are investigated in which the use of automatic



differentiation (AD) is observedto improveefficiency.The efficiency of solutionstrategiesfor
non-hierarchic (i.e., coupled) systemanalysis is improved using automatic differentiation
generatedsensitivities.Calculationof sensitivitiesvia AD allows for efficient application of
Newton'smethodanda modified form of Newton'smethodto convergenon-hierarchicsystem
analyses.Thelinesearchstrategyemployedwithin ageneralizedreducedgradient(GRG)optimizer
hasbeenimprovedthroughtheuseof AD generatedsensitivities.UsingtheAD-basedline search
strategywithin theGRGmethodresultsin asignificantreductionin thenumberof systemanalyses
andtheCPUtimerequiredfor optimization.

Automatic Differentiation in Robust Design
In Su and Renaud, 1996 a new methodology is introduced which incorporates manufacturing

and operational variances in design optimization to achieve robust optimal performance of
multidisciplinary systems. The procedure introduced in Su and Renaud, 1996 uses Taguchi's
orthogonal array to approximate the expected value of the objective function in multidisciplinary
design. The use of orthogonal arrays, reduces the number of function evaluations required for
robust optimization. This is particularly important in problems where the objective function is
obtained through the use of computationally intensive simulation programs. To further reduce the
number of objective function calls required for robust optimization, this study makes use of
automatic differentiation techniques. While the use of Taguchi orthogonal arrays allows for
reduced effort in calculating the approximation of the expected value of the objective function, the
expected value approximation is itself many more times computationally expensive than the original
objective. This is due to the fact that the expected value of the objective function is calculated by
evaluating the original objective function many times in the neighborhood of the current design
depending on both the size of the design space and the particular Taguchi orthogonal array selected
for approximation. The use of automatic differentiation allows for gradient calculations of this
intensive expected value function without resorting to the costly finite differencing of this multi-
component objective. A methodology to account for variation in constraints due to variations in
design variables is introduced which makes use of the familiar penalty function formulation for
optimization. This formulation is particularly effective in multidisciplinary design problems where
the objective function and constraints are often coupled.

SAND Investigation
In an effort co-sponsored by General Motors Corporation, Tappeta and Renaud, 1996

investigated a concurrent approach for design optimization. The method of Simultaneous ANalysis
and Design (SAND) was tested in application to three Multidisciplinary Design Optimization
(MDO) test problems. A Generalized Reduced Gradient (GRG) optimizer and a Sequential
Quadratic Programming (SQP) optimizer were compared with respect to their efficacy in handling
three different forms of equality constraints referred to as compatibility constraints in the SAND
based optimization procedure. Results highlight the need for both strategies in application of
SAND based design to different engineering test problems. More importantly significant savings
in the number of analyses required for design optimization were observed when using the SAND
approach of concurrent design. SAND based design is used to exploit the potential of concurrent
engineering, namely to develop optimal designs, working concurrently, while reducing design
cycle time.

CSSO vs. Workflow Management
Wujek, et al., 1996a provided a detailed comparison of two ongoing efforts, one centered in

the more traditional multidisciplinary design arena of optimization algorithm development and the
other introducing a technique for workflow management in a multidisciplinary design environment.
A multidisciplinary design test problem involving aircraft concept sizing was used in
implementation studies for both optimization and workflow management. A Concurrent Subspace
Optimization (CSSO) approach for MDO was successfully implemented in application to the
aircraft concept sizing test problem. The CSSO approach implemented in this study provided for
design variable sharing and distributed computing across disciplines. Significant "real" time



savings were observed when using distributed computing for concurrent design. More
importantly, a significant savingsin the numberof complex,analyticsimulations required for
optimizationwasobservedascomparedto a traditionaloptimizationstrategy.In this researchan
approachfor workflow managementof complexmultidisciplinary problemswas introducedin
applicationto theaircraftconceptsizingtestproblem.Theapproachimplementedin this studywas
baseduponanovel informationmodel,calledthetaskschema,thatclassifiesthevarioustool and
dataobjectsusedin adesignprocess,anddefinestherulesby whichtoolsanddatamaybeusedto
form tasks.Thisschema-basedapproachto workflow managementhasbeensuccessfullyadapted
for usein theaircraftconceptsizingproblem.

Response Surface Based CSSO-MDO and Application Studies

The major goals in year three of this effort involve the evaluation and documentation of the
response surface based CSSO/NN framework. This involved the codification and subsequent
application of this approach to a variety of test problems and an evaluation of the results from these
studies. A number of specific implementation issues have resulted from our earlier work and have
been pursued with some emphasis. These involve the use of gradient information in the neural
network training, quantifying the uncertainty associated with the approximations, evaluating the
role of discipline specific versus global design variable and constraints in the CSSO/NN
formulation and the use of hybrid design variable problems(i.e, those including both discrete and
continuous design variables).

Response Surface Based CSSO-MDO Implementation Study
The analysis and subsequent design of engineering systems must often be conducted using

complex, non-hierarchic, coupled, discipline-specific methods. When the cost of performing these
individual analyses (the primary source of the information to be used in design "decisions") is
high, it is impractical to apply many current optimization methods to this type of system to achieve
improved designs. Consequently, a framework has been developed which attempts to reduce the
cost of designing or optimizing non-hierarchic systems. Sellar et al., 1996a, and Sellar, et al.,
1996b details the development and application of an extension of the Concurrent Subspace
Optimization (CSSO) approach through the use of neural network based response surface
mappings. The response surface mappings are used to allow the discipline designer to account for
discipline coupling and the impact of design decisions on the system at the discipline level as well
as for system level design coordination. The ability of this method to identify globally optimal
designs has been demonstrated using a number of example system design problems. The
application to the design of a "hover craft" which includes external configuration, structures,
performance and propulsion disciplines has been developed. To date these applications have been
relatively simple problems (two, three and four contributing disciplines) and they have served to
assist in the evaluation of the framework and have not been intended to provide practical

engineering solutions to specific products. Comparisons between this algorithm and full system
optimization have been made with regard to computational expense associated with obtaining
optimal system designs as well as the capability of the response surface to both archive the design
information and characterize the design space for subsequent design studies.

One of the primary issues of concern in the development of the CSSO/NN framework has
been related to the size or "dimensionality" of design problems. This is of particular concern in the
manner in which it impact the size of the neural networks and the associated requirements on the
data base. Earlier research using hierarchic design problems which incorporated both global and
local design variables and constraints in order to limit the size of the required approximations have
indicated one approach to this issue and this work continues. The development of methods to
determine how the sorting and allocation of design variables and constraints can be accomplished
in order to reduce the "dimensionality" of a given design problem are considered critical but have
not yet been resolved. It is anticipated that this would be a highly problem dependent activity and
involve each of the discipline "experts". This activity is closely associated with our efforts in
design problem formulation, framework development and computing.



CSSO/NN Using Gradient-Enhanced Neural Network Approximations
In some cases a contributing analysis may be formulated in a way that not only are state

variables determined by gradient information is "automatically" developed as part of the analysis. It
appears that if this information is available and is integrated into the design data base that the neural
network response surfaces can be "trained" using both state and gradient information and that this
would improve the accuracy of the approximation particularly as one moves away from the
immediate vicinity of the specific point. Since one can directly extract response surface gradient
information from the weights and bias parameters of the neural network, a procedure has been
developed in which one can directly incorporate gradient information into the training process. This
has be developed and demonstrated using a number of test problems. In Sellar, et al., 1996c this
approach is applied to the Concurrent Subspace Optimization (CSSO) framework for a
nonhierarchic test problem in which the sensitivity information is provided using the Global
Sensitivity Equations (GSEs).

Design Space Mapping of Systems Represented by Both Continuous and Discrete Design
Variables

One of the issues considered is related to the fact that many design problems contain
components in which the designer is required so to select from a discrete set of values or
characteristics for a class of design variables. In these cases either the design variables must be
transformed to some realistic continuous domain or the selection process must be amenable to

discrete design variables (a characteristic lacking in number of well established optimization
methodologies). This has prompted continued studies of the ability of neural network based
response surface to approximate this class of design variables. A version of the CSSO/NN
framework has been developed and demonstrated on a rather simple test problem which contains
two contributing analyses and mixed continuous and discrete design variables. Issues related to the
appropriate optimization algorithms to invoke at both the discipline optimization and system level
coordination for the constrained combinatorial optimization problem have been evaluated and these
results are being studied. The extension of this approach to the hovercraft problem is currently
underway.

Computing Infrastructure
Grant efforts in support of developing a computer infrastructure which supports CSSO -

MDO have been focused in two areas. One being, the continued development of an architecture for
an open framework that supports distributed, multidisciplinary design. The other area of research
within computer infrastructure development focuses on improved strategies for design workflow

management.

MDO Framework Development
Verification of the MDO Framework proposed in Yoder, 1995 and reported in Yoder and

Brockman, 1996 has proceeded and application to the suite of MDO test problems currently
available at Notre Dame is underway. The key components of the framework's architecture are; a
library of MDO objects and relationships; a message server; a graphical user interface that allows
for MDO problem formulation; concurrency in subspace optimization and subspace analysis; and
passing of messages among designers and subspaces. Verification measurements include;
evaluation of time and effort required to transform a given MDO problem into a model; system
flexibility, (i.e., openness to the formulation of various MDO problems); assessment of system
performance, (e.g., speedup due to concurrent analysis and optimization). Implementation and
verification of these features within an object oriented environment in application to the
aforementioned suite of MDO test problems has been pursued in order that the MDO Framework

objectives defined in Yoder, 1995 and Yoder and Brockman, 1996 can be achieved.

W0rkfl0w Management and Design Process Refinement
We are continuing our CAD Framework development efforts (Johnson, et al., 1996a,b,c)



during thethird yearof theeffort. TheCAD Framework,"Hercules"is aworkflow management
tool that hasbeenmodified for usein conjunctionwith ourCSSOalgorithmasa designprocess
trackingandarchivingtool.This frameworkallows"human"/designerinteractionwith theCSSO-
MDO process,whichhasto datebeendevelopedasanautomatedoptimizationtool (NDOPT).

Johnson,et al., 1996a,details the investigationthe useof Markov models for making
improvements in design processes.Although much attention has been paid to tools and
methodologiesfor improvinghardware/softwaredesigns,surprisinglylittle workhasbeendonein
theareaof toolsandtechniquesfor improvingthedesignprocessitself. To addressthis issue,we
havedevelopeda systemfor measuring,diagnosing,andsimulatingiterative, sequentialdesign
processesthatis basedon theuseof a Markovmodel. To demonstratetheefficacyof thesystem,
anexperimentwasperformedonagroupof designers,eachworkingon thesamedesignproblem
(the developmentof a computerprogram), wherein the methodologiesused by each of the
designerswereobserved,quantified,andfit asparametersof themodel. Simulationresultsshow
thatthemodelaccuratelyrepresentedthetimespentin eachof thestagesof thedesignprocess,as
well asin theprocessasa whole.

Johnson,et al., 1996b,calsoaddressesseveralimportantissuesrelatedto theapplicationof
the model. Specifically, they describetechniquesfor collecting design(meta-)data,and have
developeda varietyof instrumentsfor analyzingtheimpactof outsidefactorsandresourceson
designtime throughsensitivityanalysis. Theseresultsareencouragingandthey imply that the
Markov model parametersshow greatpromiseasa meansfor benchmarkingiterative design
processes.

Related EffQrt_ (MDO in Integrated Circuit Design)
In Lokanathan, et al., 1996a,b methodologies for concurrently optimizing an IC fabrication

process and a standard cell library in order to maximize overall yield are investigated. The approach
uses the Concurrent Subspace Optimization (CSSO) algorithm, which has been developed for
general coupled, multidisciplinary optimization problems. Examples are developed demonstrating
the application of the algorithm to optimizing a mixed analog-digital library on a CMOS process.



Publications Resulting from this Grant Effort (current and pending)

Brockman, J.B., Batill, S.M., Renaud, J.E., Kantor, J., Kirkner, D., Kogge, P.,
Stevenson, R., 1996, "Development of a Multidisciplinary Engineering Design Laboratory at the

University of Notre Dame", Proceedings of the ASEE Annual Conference and Exposition,
Washington D.C., June 23 - 26.

Brockman, J.B., Director, S.W., "The Schema-Based Approach to Workflow
Management", to appear in the IEEE Transactions.

Caradonna, M., 1994," NeualViewl.0 - A User's Manual" Department of Aerospace and

Mechanical Engineering Report, University of Notre Dame, July.
Esclafer, J.M., Hintz, E., Shields, S. , 1996, " A Guide to MDO-GEO", Department of

Aerospace and Mechanical Engineering Report, University of Notre Dame, Notre Dame, Indiana,

August.
Johnson, E.W., Castillo, L.A., Brockman, J.B., 1996a, "Application of a Markov Model to

the Measurement, Simulation, and Diagnosis of an Iterative Design Process" Proceedings of the

33nd IEEE/ACM Design Automation Conference, LasVegas,NV, June.
Johnson, E.W., Brockman, J.B., 1995, "Incorporating Design Schedule Management into a

Flow Management System", Proceedings of the 32nd IEEE/ACM Design Automation Conference,
San Francisco, CA, June.

Johnson, E.W., Brockman, J.B., Vigeland, R., 1996c, "Sensitivity Analysis of Iterative

Design Processes", Proceedings of the 1996 International Conference on Computer-Aided Design,
San Jose, CA, Nov. 10-14.

Johnson, E.W., Brockman, J.B., 1996b, "Reducing Overall Design Time Through Efficient
Allocation of Individual Task Times", Proceedings of the 6th AIAA/NASA/USAF

Multidisciplinary Analysis & Optimization Symposium, AIAA 96-4159, Bellevue, WA,September
4-6.

Kogge, P.M., Bass, S.C., Brockman, J.B., Chen, D.Z., Sha, E., 1996, "Pursuing a
Petaflop: Point Designs for 100 TF Computers Using PIM Technologies", Proceedings of the
Sixth Symposium on The Frontiers of Massively Parallel Computation, Annapolis, Maryland,
October 27-31, sponsored by the IEEE Computer Society.

Lokanathan, A.N., Brockman, J.B., Renaud, J.E., 1996, "A Methodology for Concurrent

Cell Library and Fabrication Process Optimization", Proceedings of the 33nd IEEE/A CM Design
Automation Conference, pp. 825-830, LasVegas, Nevada, June.

Lokanathan, A.N., Brockman, J.B., Renaud, J.E., 1996, "Concurrent Design of
Manufacturable Integrated Circuits", Proceedings of the 6th AIAA/NASA/USAF Multidisciplinary
Analysis & Optimization Symposium, AIAA 96-4094, pp. 1010-1018, Bellevue, WA,September
4-6.

Lokanathan, A., Brockman, J.B., and Renaud, J.E., 1995, "A Multidisciplinary

Optimization Approach to Integrated Circuit Design," Proceedings of Concurrent Engineering: A
Global Perspective, CE95 Conference, pp 121 -129, August 23 -25, McLean, Virginia.

Lokanathan, A.N., Brockman, J.B., 1995, "Efficient Worst Case Analysis of Integrated

Circuits", Proceedings of the IEEE Custom Integrated Circuits Conference, Santa Clara, CA, May.
Niu, X., Brockman, J.B., 1995, "A Bayesian Approach to Variable Screening for Modeling

the IC Fabrication Process", Proceedings of the IEEE International Symposium on Circuits and

Systems, Seatle, Washington, May.
Niu, X., 1994, "Efficient Characterization and Simulation of the IC Manufacturing

Process," Master's Thesis, University of Notre Dame, Department of Computer

Science and Engineering, July.
Renaud, J.E., Sellar, R.S., Batill, S.M., Kar, P., 1994, "Design Driven Coordination

Procedure for Concurrent Subspace Optimization in MDO", AIAA-94-1482, presented at the
AIAA/ASME/ASCE/AHS/ASC 35th Structures, Structural Dynamics and Materials Conference,

Hilton Head, SC, April 18-20.



Sellar, R.S., Batill, S.M., 1996c, "Concurrent Subspace Optimization Using Gradient-
Enhanced Neural Network Approximations", Proceedings of the 6th AIAA/NASA/USAF
Multidisciplinary Analysis & Optimization Symposium, AIAA 96-4019, Bellevue, WA,September
4-6.

Sellar, R.S., Stelmack, M.A., Batill, S.M. and Renaud, J.E., 1996b "Multidisciplinary
Design and Analysis of an Integrated Aeroelastic/Propulsive System", 37th AIAMASME/ASCE/
AHS/ASC Structures, Structural Dynamics, and Materials Conference, Salt Lake City, UT, April
15-17.

Sellar, R.S., Batill, S.M. and Renaud, J.E., 1996a "A Neural Network-Based, Concurrent

Subspace Optimization Approach to Multidisciplinary Design Optimization", 34th AIAA Aerospace
Sciences Meeting, Reno, NV, January 15-18.

Sellar, R.S., Batill, S.M., Renaud, J.E., 1994, "Mixed Discrete/Continuous Optimization of
Aircraft Systems Using Neural Networks", AIAA 94-4348 ,pp. 910 -921, Proceedings of the
Fifth AIAA/USAF/NASA/ISSMO Symposium, Panama City, Florida, September 7-9.

Su, J., Renaud, J.E., 1996, "Automatic Differentiation in Robust Optimization",
Proceedings of the 6th AIAA/NASA/USAF Multidisciplinary Analysis & Optimization
Symposium, AIAA 96-4005, pp. 201-215, Bellevue, WA,September 4-6. (Accepted for
publication in the AIAA Journal )

Tappeta, R., Renaud, J.E., 1996, "A Comparison of Equality Constraint Formulations for
Concurrent Design Optimization", Proceedings of the 1996 ASME Design Engineering Technical
Conference and Computers in Engineering Conference, ASME Paper 96-DETC/EIM-1423, CD-
ROM Proceedings, ISBN 0-7918-1232-4, August 18 -22, Irvine, CA.

Wujek, B. A., Renaud, J.E., 1994, "Design Driven Concurrent Optimization in System
Design Problems Using Second Order Sensitivities", AIAA 94-4276, presented at the Fifth
AIAA/USAF/NASA/ISSMO Symposium, Panama City, Florida, September 7-9.

Wujek,B. A., Renaud, J.E., Batill. S.M., Brockman, J.B., 1995a, "Concurrent Subspace
Optimization Using Design Variable Sharing in a Distributed Computing Environment",
Proceedings of the 1995 Design Engineering Technical Conferences, Advances in Design
Automation, ASME DE-Vol. 82, pp. 181 -188, eds. S. Azarm, et al.

Wujek, B.A., Renaud, J.E., 1997, "A Concurrent Engineering Approach for
Multidisciplinary Design in a Distributed Computing Environment", MuItidisciplinary Design
Optimization: State-of-the-Art, N. Alexandrov and M.Y. Hussaini (Ed.), Proceedings in Applied
Mathematics 80, SIAM, Philidelphia.

Wujek, B.A., Renaud, J.E., 1996b, "Automatic Differentiation for More Efficient
Multidisciplinary Design Analysis and Optimization", Proceedings of the 6th A1AA/NASA/USAF
Multidisciplinary Analysis & Optimization Symposium, AIAA 96-4117, pp. 1151-1166, Bellevue,
WA,September 4-6.

Wujek,B., Johnson, E.W., Renaud, J.E., Brockman, J.B., Batill. S.M., 1996a, "Design
Flow Management and Multidisciplinary Design Optimization in Application to Aircraft Concept
Sizing", 34th AIAA Aerospace Sciences Meeting, Reno, NV, January 15-18.

Wujek,B., Renaud, J.E., Batill. S.M., Brockman, J.B., 1996, "Concurrent Subspacc
Optimization Using Design Variable Sharing in a Distributed Computing Environment" Concurrent
Engineering: Research and Applications (CERA), Vol. 4, No. 4, December, Published by
Technomic Publishing Company, Inc, USA.

Yoder, S., 1995 ,"Development of a Framework for Multidisciplinary Design Optimization",
Ph.D. Candidacy Proposal, Department of Computer Engineering and Computer Science,
University of Notre Dame, Notre Dame, Indiana, 46556.

Yoder, S., Brockman, J.B., 1996, "A Software for Collaborative Development and Solution
of MDO Problems," Proceedings of the 6th AIAA/NASA/USAF Multidisciplinary Analysis &
Optimization Symposium, AIAA 96-4103, pp. 1060-1062, Bellevue, WA,September 4-6.

Related Publications:
Brockman, J.B., Director, S.W., "The Schema-Based Approach to Workflow

Management", to appear in the IEEE Transactions.


